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The BGP data collected by platforms like RIS, RouteViews and PCH
Is essential for understanding and monitoring Internet routing

arnraliyciiiciis yoLlweel AoTo.

AS Rank a AS Number v Organization cone size (ASes) v
1 3356 Level 3 Parent, LLC = 53982
2 1299 Arelion Sweden AB - 41919
3 174 Cogent Communications S 37559
4 3257 GTT Communications Inc. _= 36334
5 2914 NTT America, Inc. _S 26976 QTSN (ooiecorpesr) (_Other ) Dimamicpath S pdth
6 6939 Hurricane Electric LLC _= 21697
7 6762 Telecom lItalia S.p.A. il 20271
8 6453 TATA COMMUNICATIONS (AMERICA) INC S 19334
9 6461 Zayo Bandwidth _S 18116
10 3491 PCCW Gilobal, Inc. S 11530

CAIDA’s AS rank

v

99.65 400 2

Catchpzoint’s BGP map



Routers that share their BGP routes are like
satellites observing the Earth’s surface

Each router (or “vantage point’)
provides a partial view

But together they allow monitoring
at larger scale
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Our new next-gen BGP route collection platform

https://bgproutes.io
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& Collection: High coverage

@ Storage: Low data management cost

& Distribution: Fast API with high granularity
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You can peer with us!
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And it is unlikely to improve anytime soon:
RIS and RouteViews have recently adopted a selective a peering policy

(O RIPE Labs

A > Emile Aben > Two Years of Selective Peering with RIS Want to contribute? Learn how

RouteViews Peering Policy

' Posted by RouteViews Peering Coordinator
Q Nina Bargisen
Emile Aben — 23 Nov 2023

“. . - Most of us will know that the Internet, true to its name, is a network of networks. Each network, whether a local ISP
(% Contributors: Michela Galante

B read or a global content provider, must connect with others to enable the worldwide flow of data we know as the
Internet. We have two ways to interconnect: transit, where one network pays another for connectivity to the rest of
the Internet, and peering, where networks agree to exchange traffic directly.

Two Years of Selective Peering with RIS

bgp ris ripe tools peering community measurements

Peering Policies

, » o As a network operator, your willingness to peer is stated in your peering policy. There are three types of policies:
The peering strategy for RIS has traditionally been an open one, geared towards maximising the

number of peers. But over the past couple of years we've been working with a more selective
approach that reduces redundancy and cost, while also helping make sure RIS provides a diverse
view of global routing. 2. Selective - the network has defined a set of rules that describes who they peer with and how,

1. Open - the network peers with everyone,

3. Restrictive - these networks have very little interest in expanding their peering.
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But is a 1.2% coverage really bad?




But is a 1.2% coverage really bad?

It Is hard to know without ground truth
But it likely depends on the use case




We measured the impact of a 1.2% coverage
on three use cases using simulations”

Use case #1: Peer-to-peer link observation

Use case #2: Forged-origin hijack detection

*Our simulations use c-bgp
on topologies with 6k ASes
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We measured the impact of a 1.2% coverage
on three use cases using simulations™

Use case #1: Peer-to-peer link observation
We miss 84% of the links

Use case #2: Forged-origin hijack detection
We miss 24% of the Type-1 hijacks

*Our simulations use c-bgp
on topologies with 6k ASes
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We measured the impact of a 1.2% coverage
on three use cases using simulations”

Use case #1: Peer-to-peer link observation
We miss 84% of the links

Use case #2: Forged-origin hijack detection
We miss 24% of the Type-1 hijacks

For more details and use cases
see our SIGCOMM’24 paper

*Our simulations use c-bgp
on topologies with 6k ASes
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bgproutes.io simplifies, automates
and opens BGP data contribution to every ASN

Step #1: Submit your connection details

Select the VM with whom you want to connect.

185.216.75.11 (USA) v

Network operators can authenticate
u Si n g pee ri n g D B O, }t/ivne’\er:faommpn;end selecting the VM with the lowest latency to your router for more accurate

Tell us with which IP address we should start peering.

Your |IP address (v4 or v6)

Network operatOrS jUSt have to fi" Tell us with which AS number we should start peering
a form to start peering with bgproutes.io

Our AS number is 65000.

@ We will soon make iIBGP sessions possible. They will be recommended as updates with the

NO_EXPORT community will still be forwarded to our platform through iBGP.

o bgproutes.io/contribute



Our goal is not to compete against existing platforms
Each existing platform has its strengths and weaknesses

Peering

RIPE RIS

RouteViews

PCH

CGTF RIS

Physical peering

Remote peering

X

Open peering policy

X

X
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Our goal is not to compete against existing platforms
Each existing platform has its strengths and weaknesses

Peering

RIPE RIS

RouteViews

PCH

CGTF RIS bgproutes.io

Physical peering

X,

Remote peering

Open peering policy

X

API to query
historical data

X
X

Real time stream

X
X
X

Keep all data forever

22




bgproutes.io embraces all existing platforms
by centralizing their data in one unified repository

Data providers

Name Number of vantage points

bgroutes.io v4:32 v6:2
bgproutes.io already stores data for N tenn e eae
more than 5000 vantage points

RouteViews v4: /35 v6:695

PCH v4: 2129 v6: 390

CGTF RIS Soon v4d:0 v6:0

bgproutes.io/vantage_points

23
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bgproutes.io lowers data management costs
thanks to new BGP compression algorithms

Lossless compression
e.g., for recent data

25

Lossy compression
e.g., for old data
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1 INTRODUCTION
The study of the global Internet infrastructure relies on BGP data

collection platforms (RouteViews [61] and RIPE RIS [49]) that main-

tain BGP peering sessions with network operators who volunteer
to share (sometimes portions of) their routing tables. Originally

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
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J 's) and increasing connectivity between

collection and use (1, 28). Users often

v, using only a sample of the VPs,

N e wely visible to other VPs. Finally,

thy ‘w0 strains platform scalability.

The | 7 only =1% of the observably

active . .. Despite continued addition of

peers, RLL «n terms of fraction of ASes they are
peering wi  flat for two decades.

These grov «ssures coincide with regulatory concerns

about slow prog. _ss in deployment of routing security protections
[62]. The ensuing public debate has highlighted the importance of
these platforms for detecting both accidental and malicious trans-
gressions in the routing system. While significant investment in
data collection could accommodate gathering, retention, and shar-
ing orders of magnitude more routing data, current constraints
motivate us to consider a more strategic approach. We propose a
data collection scheme that scales at least an order of magnitude in
the number of VPs feeding public collection systems while limiting
the increase in human effort and data volume.

Vision. We explore a fundamentally new way to collect BGP data:
an overshoot-and-discard strategy. Akin to CERN's Large Hadron
Collider (LHC) which generates millions of collisions just to see
a few interesting particles (e.g., Higgs boson), overshooting BGP
data collection will maximize the chance to see interesting routing
events, e.g., BGP hijacks. We imagine a world where public BGP data
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Lossless compression
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For now, bgproutes.io only uses lossless compression

Lossy compression
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Collecting more data is useful
But not when users cannot effectively process it
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Collecting more data is useful
But not when users cannot effectively process it

Index of /bgpdata
Name Last modified Size Description
Current MRT archives consist of 1000+ O
n (£32001.10/ 2004-02-23 20:19

compressed files for updates and RIB dumps Qi 20s02202
(£32001.12/ 2004-02-23 20:27
(£3200201/ 2004-02-23 20:36
(03 2002.02/ 2004-02-23 20:46 -
£ 2002.03/ 2004-02-23 20:56 - v/2025.05/RIBS
(03 2002.04/ 2004-02-23 21:08 -
(03 2002.05/ 2004-02-23 21:19 - 1odified Size Description

£32002.06/ 2004-02-2321:29 - —

The BGP data is intermingled S0y 0223210

_ 7 [#] 1b.20250501.0000.bz2 2025-05-01 00:00 85M
aClrossS al I th ese f| I es P] 1ib.20250501.0200.bz2 2025-05-01 02:00 85M
P] 1ib.20250501.0400.bz2 2025-05-01 04:00 85M
P] 1ib.20250501.0600.bz2 2025-05-01 06:00 85M
P] 1ib.20250501.0800.bz2 2025-05-01 08:00 85M
P] 1ib.20250501.1000.bz2 2025-05-01 10:00 87M
P] rib.20250501.1200.bz2 2025-05-01 12:00 88M
P] ib.20250501.1400.bz2 2025-05-01 14:00 88M
P] 1ib.20250501.1600.bz2 2025-05-01 16:00 88M
P] rib.20250501.1800.bz2 2025-05-01 18:00 88M
[ rib.20250501.2000.bz2 2025-05-01 20:00 88M

RouteViews MRT archive
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Imagine an network operator trying to retrieve all BGP updates
for which their ASN appear in the AS path on May 14, 2025
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Imagine an network operator trying to retrieve all BGP updates
for which their ASN appear in the AS path on May 14, 2025

GBs of data

\

What the user will download,
uncompress and process

34



Today, researchers often regretfully resort to sampling
Results of our survey in our SIGCOMM’24 paper

RouteViews MRT
archive (10+TBs)
What the
user need

-4
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\

What the user will download,
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Today, researchers often regretfully resort to sampling
Results of our survey in our SIGCOMM’24 paper

RouteViews MRT

archive (10+TBs)
What the What the

user samples user misses

\

What the user will download,
uncompress and process
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bgproutes.io comes with a simple and fast API
hat provides high-granularity access to BGP data

The API offers three endpoints:

vantage_points
updates
rib

33

1
i Log |
bgproutes:l@ Vantage points v  Data Vv m

v bgproutes.io API Documentation

Welcome to the bgproutes.io APl — your streamlined gateway to fast and easy access to our BGP data. The APl is served over HTTPS at api.bgproutes.io on port 443, and offers
endpoints to query:

e Vantage point list and metadata
e BGP update entries

¢ Routing Information Base (RIB) snapshots

With this API, you can retrieve data in near real time, with updates and RIB being available within 1to 2 minutes of collection. Historical data is also available, starting from
DB_STARTING_DATE, giving you full visibility into both current and past BGP activity.

If you require real-time data, we recommend using our real-time service, which provides BGP updates via WebSocket streams.

% Authentication

All endpoints require an APl key for authentication. To get started, generate your key from the AP| Key page. Be sure to copy and store it securely — it will only be shown once. Once you
have your key, include it in the x—api-key header of your requests, like so if you use curl:

-H "x-api-key: YOUR_API_KEY"

Example

Here is a curl command that queries the update endpoint of our API, with the APIKEY rtgi34-eo453igjeoi.

me—— s . PR T PR -~ X . \ . ~ a A A~ N X P Ao toa st aa o A~ ' . . D B S " T

bgproutes.io/data_api

<



Imagine an network operator trying to retrieve all BGP updates

for which their ASN appear in the AS path on May 14, 2025

# Let's use our Python client to retrieve the data

from pybgproutesapi import vantage_points, updates
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Imagine an network operator trying to retrieve all BGP updates

for which their ASN appear in the AS path on May 14, 2025

# Let's use our Python client to retrieve the data
from pybgproutesapi import vantage_points, updates

# Let's retrieve the vantage points we want to use
vps = vantage_points(source=| , Tis’])
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Imagine an network operator trying to retrieve all BGP updates

for which their ASN appear in the AS path on May 14, 2025

# Let’'s use our Python client to retrieve the data
from pybgproutesapi import vantage_points, updates

# Let’s retrieve the vantage points we want to use
vps = vantage_points(source=| , )

# Finally, we retrieve the updates and print them for every VP
for vp In vps:
vp_upd = updates(

VP_Ip=Vvp,

start date= ,

end_date= ,

aspath_regexp=

print (vp_upd) “
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