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Quick overview of bgp.tools



Global Looking Glass

$ ssh anyuser@bgp.tools https://bgp.tools/super-lg



ASN Info



ASN Info

● How many unique AS'es have been 
seen "next" to the ASN in question

● How many unique AS'es appear to 
be providing wider internet 
connectivity  to this ASN

● How many unique AS'es appear to 
be getting connectivity directly from 
this ASN

● How many unique AS'es appear to 
be getting connectivity directly via 
this ASN



How does that even work???

● bgp.tools at its core is a very large collector of BGP data
● bgp.tools sees 2500~ views of the internet (2.5 Billion routes~)
● Using parts of logic we can turn BGP paths like this into educated guesses:

165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619



165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00] 
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00] 
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619

● What can we learn from these routes?



165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619

● Every ASN interaction is a peer 
○ 37721<->13335

○ 13335<->33619

○ 26073<->174

○ 174<->13335

○ 206236<->9136
○ 9136<->13335



● Paths that go via a ""tier 1"" network are likely upstream relationships
○ 174 <- 13335
○ 174 is Cogent, a Tier 1
○ 13335 is Cloudflare
○ Cloudflare is likely paying Cogent to carry traffic for them
○ 174 <- 13335 <- 33619
○ 33619 is AMD, AMD is likely paying cloudflare to carry traffic, 

because cloudflare is giving AMD routes via them, to cogent

165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619



● Inverse upstream logic happens for downstream
○ 174 <- 13335 <- 33619
○ 33619 is AMD, AMD is likely paying cloudflare to carry traffic, 

because cloudflare is giving AMD routes via them, to cogent
○ So 33619 is a downstream of 13335

165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619



165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619

Peer



165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619

Peer Upstream / 
Downstream



165.204.156.0/23 unicast [AS37721 - ACC1-4 0000-00-00]
 Type: BGP
 BGP.as_path: 37721 13335 33619
                 unicast [AS26073 - r2-ewr01 0000-00-00]
 Type: BGP
 BGP.as_path: 26073 174 13335 33619
                 unicast [AS206236 - r01 0000-00-00]
 Type: BGP
 BGP.as_path: 206236 9136 13335 33619

Peer Upstream / 
Downstream

Cone







Traffic flows
this way 

(To the AS)
BGP Routes 
flow this way



Why is this data processing useful?

● bgp.tools calculates Upstream/Downstreams continuously (and in near real 
time), This is useful for

○ Validating your config changes
■ For example, After disabling a customer/provider link, when should you shut the link?

○ Detecting unintended routing
■ For example, Someone upstreams you without your consent (Route Leaks/Hijacks)

○ Keeping an eye on what your customers or competitors are doing
■ Have they added new customers?
■ Are your customers adding new upstreams?

● While you can see your own view of the internet on your own network, 
bgp.tools can show you how the internet sees your network



Example Situation: Route Leak



Example Situation: Route Leak



Example Situation: Route Leak



Example Situation: Route Leak

● Looks like a route 
leak!

● This looks (to me) 
unintentional





Route Leaks in this context are

● A peer learning your route from somewhere (or directly from you peering 
session) and exporting that as if you are a customer of them (aka, they send it 
to all or some of their upstreams/peers)

● While this sounds good (woo! Free Bandwidth!!) there are a few issues
○ The data path may not actually work
○ The upstreams/peers they may be leaking you to maybe be in very suboptimal places
○ The leak is attracting so much traffic it is making your customers performance very bad

● You typically do not want to ignore route leaks, even if it might mean "free" 
bandwidth



Route Leaks are often caused by static prefix lists

● A common (but dangerous) way to configure your export BGP filters is:
○ "Well I know all of my customer prefixes"
○ "So If I see one of those prefixes, we will export them to transit/peers"



Route Leaks are often caused by static prefix lists
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Route Leaks are often caused by static prefix lists

● A common (but dangerous) way to configure your export BGP filters is:
○ "Well I know all of my customer prefixes"
○ "So If I see one of those prefixes, we will export them to transit/peers"

● No! Bad!!!
● What if?

○ You don't update this list (or your automation breaks to update this list)



Route Leaks are often caused by static prefix lists

● A common (but dangerous) way to configure your export BGP filters is:
○ "Well I know all of my customer prefixes"
○ "So If I see one of those prefixes, we will export them to transit/peers"

● No! Bad!!!
● What if?

○ You don't update this list (or your automation breaks to update this list)
○ Your customer leaves you
○ You learn your (now) ex-customer prefix from your competitor via peering



Route Leaks are often caused by static prefix lists

● A common (but dangerous) way to configure your export BGP filters is:
○ "Well I know all of my customer prefixes"
○ "So If I see one of those prefixes, we will export them to transit/peers"

● No! Bad!!!
● What if?

○ You don't update this list (or your automation breaks to update this list)
○ Your customer leaves you
○ You learn your (now) ex-customer prefix from your competitor via peering
○ You are going to give your competitor free transit via peering
○ Also you are likely going to upset both your competitor and ex-customer even more



Non ASN level tooling



Prefix Data (+DNS)



Prefix Data (+DNS)

Useful for:
● Figuring out what a IP 

address might contain
● Investigating/Due-Diligence 

potential customers



Network Ranking
https://bgp.tools/rankings/MX?sort=cone



Network Ranking

Can be ranked by Global or 
ASN Country using:

● Peer Count (*)
● AS Cone
● Eyeball Population
● Domain Records
● IPv4/IPv6 space 

originated

* is improved by feeding bgp.tools BGP data

https://bgp.tools/rankings/MX?sort=cone



IXP Info Pages



IXP Info Pages





Available on most 
ASNs with Atlas 
Probes of BGP 
sessions



AS-SET Views

● Including size 
estimation in prefixes 
and ASNs

● Just search for the 
AS-SET name, or find 
their PeeringDB one 
on the "IX" tab



You may now know how to

● Quickly check what providers are in use (for inbound traffic) for yours and 
other networks

● Spot route leaks and understand why they sometimes happen
● Browse around for Internet Exchanges and who is on them, what they are 

advertising to route servers
● Find out what DNS entries are behind a BGP prefix
● What "Upstreams" / "Downstreams" mean in the context of things like 

bgp.tools, and how they are calculated



Thank you, 
Questions?

If you are shy, Don't worry!

I will be here until Friday 
morning, just find me walking 
around and I am happy to 
explain things! You can also 
email me on

admin@bgp.tools


